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Summary: Artificial intelligence (Al) has become part of our daily lives and is a fundamental tool for developing
private and professional operations. In this sense, one of the sectors where Al has had the greatest impact has been
the financial sector, where it is necessary to establish a regulatory framework to address two fundamental issues
to ensure its proper functioning, specifically those aspects that affect digital transparency and neutral algorithms.

To address both aspects, the European Union, through its various institutions, has established guidelines for
Member States to apply ethical principles that align financial digitalisation with sustainability and the Sustaina-
ble Development Goals set out in the 2030 Agenda. These ethical values have been regrouped in a series of prin-
ciples that must be present in the legislation that regulates future financial operations, ensuring their application
within the territory of the European Union.

In this regard, financial digitalisation must ensure principles that control risks, creating technologically applica-
ble rules for all sectors that guarantee a level playing field between States without fragmenting the internal market.
To this end, they must carry out a prior impartial and external assessment for each operation, based on specificand
defined criteria that do not violate fundamental rights or the security standards established in EU law.

The methodology used in this article is descriptive, compiling European regulatory projects, taking into ac-
count academic studies on ethics in the financial sector.
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Streszczenie: Sztuczna inteligencja (Al) stata sie czescig naszego codziennego zycia i jest podstawowym na-
rzedziem rozwoju dziatalnosci prywatnej i zawodowej. W tym sensie jednym z sektoréw, w ktérych Al wywarta
najwiekszy wptyw, jest sektor finansowy. Konieczne jest zatem ustanowienie ram prawnych majacych na celu
uregulowanie dwoch podstawowych kwestii niezbednych do zapewnienia temu sektorowi wiasciwego funkcjo-
nowania. W szczegélnosci chodzi o te aspekty, ktdre majg wplyw na przejrzystosc cyfrowa i neutralne algorytmy.
W zwiazku z powyzszym Unia Europejska, za posrednictwem swoich instytucji, ustanowita wytyczne dla
panstw cztonkowskich w celu wdrozenia zasad etycznych, ktére dostosuja cyfryzacje finansowa do zréwnowazo-
nego rozwoju i Celéw Zréwnowazonego Rozwoju okreslonych w Agendzie 2030. Wartosci te zostaty pogrupowane
w zbiory zasad, ktére musza by¢ uwzgledniane w przepisach regulujacych przyszte operacje finansowe, zapewnia-
jac w ten sposéb ich stosowanie na terytorium UE. W tym wzgledzie cyfryzacja finanséw musi zapewniac zasady
kontroli ryzyka, tworzac przepisy majace zastosowanie technologiczne do wszystkich sektoréw, ktére gwarantuja
rowne szanse dla panistw cztonkowskich bez fragmentacji rynku wewnetrznego. Stad sg one zobowiazane do prze-
prowadzania uprzedniej bezstronnej i zewnetrznej oceny kazdej operacji, na bazie konkretnych i dookreslonych
kryteriéw, ktdre nie naruszaja praw podstawowych ani norm bezpieczeristwa ustanowionych w ramach UE.
Zastosowana w artykule metodologia ma charakter opisowy i polega na zestawieniu europejskich projek-
téw regulacyjnych z uwzglednieniem badan akademickich dotyczacych etyki w sektorze finansowym.
Stowa kluczowe: neutralne algorytmy, sztuczna inteligencja, zréwnowazony rozwdj finansowy, robotyka, tech-
nologie towarzyszace
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Pestome: VickyccTBeHHbIN uHTennekT (M) ctan yacTbio Haluell NOBCEAHEBHOW XM3HU U ABMAETCA BaXKHbIM
VNHCTPYMEHTOM AN pa3BUTUA YaCTHOIN U NPOPeCCoHanbHOM AeATeNbHOCTU. B 3TOM CMbIC/ie OBHUM 13 CEKTOPOB,
rae VW okasan Hanbonbluee BNnAHWe, ABNAETCA GrHaAHCOBbIN ceKTop. [lo3TOMy He06X0AMMO Co3AaTb NPaBOBYIO
6a3y Ana perynupoBaHus AByX GyHAAMeHTabHbIX BOMPOCOB, HEOOXOAMMBIX ANA 0becrneyeHrs Haglexallero
$YHKLMOHMPOBaHMA 3TOro ceKTopa. B YacTHOCTW, peyb MAET O TeX acneKTax, KOTopble BAUAIOT Ha LiMdpoBYyio
NPO3PayYHOCTb U HelTpasbHble anropUTMbl.

CootBeTcTBeHHO, EBponenicknint Coto3 uepes CBOV UHCTUTYTbl YCTAHOBWST PYKOBOAALLVE MPUHLMMbI ANA
rocyfjapCTB-UsIeHOB MO BHEAPEHMIO STUYECKUX MPUHLMMOB, KOTOPble NO3BOMAT aAanTMpPoBaTh LMdpoBr3aLmio
¢drHaHcoBOI cdepbl K ycTonumBomy passuTuio 1 Llenamy B obnactu ycToNUMBOrO pasBUTKA, U3NTOKEHHbIM
B COOTBETCTBYwLel [loBecTke AHA Ha nepuog Ao 2030. 3TW LeHHOCTV Gbinn CrpynnypoBaHbl B Habopbl
MPUHLMMOB, KOTOPbIE AOMKHbI ObITb YUTEHbI B MpaBunax, perynvpyiowmx oyayLume ¢priHaHCOBbIe onepawum, YTo
obecneymBaeT 1x NprmeHeHve Ha Bceii Tepputopum EC. B 3Tom oTHOWweHUN UndpoBsr3auma GrHaHCOB [JOMKHa
obecrneumBaTb MPUHLUMMbI KOHTPONA PUCKOB, CO3AaBas TEXHONIOMMYECKU NMPUMEHMMbIE MpaBuna AfiA BCexX
CEKTOPOB, KOTOPble rapaHTVPYIOT paBHble YCIIOBMA A1A FOCYAapCTB-UeHoB 6e3 ¢pparmeHTaLyn BHyTPEHHEro
pbiHka. CneposaTenibHO, OHM 00A3aHbl NPOBOAUTL MNpefBapuUTeNibHYl0 6ecnpuUCTPacTHYi0 1 BHELLHIOW
OLIEHKY KaXQoW onepauuy Ha OCHOBE KOHKPETHbIX U OfpefesieHHbIX KpUTepueB, KOTOpble He HapyLllaloT
¢dyHAaMeHTanbHble NpaBa WK CTaHAAPTbI 6e30MacHOCTY, yCTaHOBEHHble B pamkax EC.

MeToponorua, ncnonb3oBaHHas B CTaTbe, HOCUT OMMCaTeslbHbI XapaKTep W 3aKloyYaeTca B CpaBHEHWUM
€BPOMNeVCKIX PEryIATOPHbIX MPOEKTOB, C yYETOM akafieMUUeCKnX UCCIefoBaHII MO STHKe B GHaHCOBOM CEKTope.
KnioueBble cnoBa: HelTpasibHble aNropuTMbl, WCKYCCTBEHHbIA WHTENNeKT, GUHAHCOBasA YCTOMUMBOCTD,
poboToTeXHMKa, CONyTCTBYIOLLME TEXHONOM UM

Pesiome: LLITyyHuin iHTenekT (LUI) cTaB yacTMHOK HALLIOrO MOBCAKAEHHOIO »KWUTTA | € OCHOBHUM IHCTPYMEHTOM
[NA PO3BUTKY NPUBATHOI Ta NPodeciiHOT AiANbHOCTI. Y LbOoMy CeHCi 0fHMM i3 cekTopis, Ae LI maB HanbinbLumini
BM/IUB, € PpiHAHCOBMIA ceKTOp. ToMy HeObXiAHO CTBOPUTY NpaBoBY 6a3y ANA BUPILLEHHA [JBOX OCHOBHUX MWTaHb,
HeobXiAHMX AnA HaneXHoro GyHKLiOHYBaHHA ceKTopy. 30KpeMa, Lie CTOCYETbCA TUX aCMeKTiB, AKi BMAMBaloTb Ha
LmdpoBY NPO30PICTb | HENTPaNbHi aNrOPUTMU.

Tomy €Bponericbkuin Coto3 Yepes CBOT iHCTUTYLIi BCTAaHOBMB KepPiBHI HACTaHOBU ANA AeprKaB-UeHiB WoJo
BMPOBaKEHHA €TUYHMX MPUHUMMIB, AKi y3roaaTb diHaHCOBY LMPOBI3aLilo 3i 3piBHOBAXXEHUM PO3BUTKOM
i LinAamn 3piBHoBaxeHoro Po3BuTKy, BuknageHumn B AreHpi 2030. Lli uiHHocTi 6ynu 3rpynoBaHi y Habopi
npasw, AKi MOBWHHI OyTy BKIOUEHI 4O BUMOT, LLO perynioTb ManbyTHI ¢piHaHCOBI onepalyii, 3abe3neuyoun
TVM CaM1M X 3aCTOCyBaHHs Ha Teputopi €C. Y 38'A3Ky 3 LM oLndpyBaHHA GiHaHCIB Mae 3abe3neunTu nigcTasu
KOHTPOJII0 PU3UKIB, CTBOPIOIOYMN NPaBUNa, AKi TEXHONOMYHO 3aCTOCOBYIOTbCA O BCIX CEKTOPIB, AKi rapaHTYioTb
piBHI YMOBU AnA flep>kaB-uneHiB 6e3 PpparmeHTaLlii BHyTPIlLHbOrO pUHKY. OTXKe, BOHI 3060B'A3aHi NpoBOANTM
nonepeaHio, HeynepeakeHy Ta 30BHILLHIO OLliHKY KOXXHOT onepalLiii Ha OCHOBI KOHKPETHUX i foonpaLboBaHKX
KpUTepiiB, AKi He MopyLyloTb GyHAAMEHTanbHUX NPaB i cCTaHAAPTIB 6e3neKu, BcTaHoBNeHMX B €C.

MeToponoris, BUKopucTaHa B CTaTTi, € OMNWCOBOIO Ta NOJIAra€ y NOPIBHAHHI €BPONENCHKUX PEryNATOPHMX
NPOEKTIB 3 ypaxyBaHHAM HayKOBUX JOCAiIIKeHb €TUKM Yy GiHaHCOBOMY CEKTOpi.

KniouoBi cnoBa: HelTpanbHi anroputMy, LWTYYHUI iHTENeKT, 3piBHOBaXeHU G iHaHCOBUIA PO3BUTOK,
PO6OTOTEXHIKA, CYNyTHi TeXHONOTiT

Introduction

Artificial intelligence (hereinafter AI) has become part of our daily lives and is a fun-
damental tool for both private and professional operations. In this regard, one of the
sectors where AI has entered with the greatest force has been the financial sector,
either through techno-finance (Fintech) or techno-insurance (Insurtech). In order to
operate in these sectors, it is necessary to establish a regulatory framework to address
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two fundamental issues to ensure their proper functioning, namely aspects affecting
digital transparency and neutral algorithms.

To address both of these aspects, the European Union, through its various insti-
tutions, has established guidelines for Member States to apply ethical principles that
align financial digitalisation with sustainability and the Sustainable Development
Goals. These ethical values have been regrouped in a series of principles that should
be present in legislation governing future financial operations, ensuring their appli-
cation within the territory of the European Union.

In order to do so, digitalisation faces a key challenge: to establish a regulatory
framework that generates Al standards in which consumers are users of an algo-
rithmic system regardless of the location of commercial or service activities. At the
same time, and to ensure legal certainty, standards must apply to the entire value
chain, covering the development, deployment and use of technologies and their
components based on ethical algorithms that do not discriminate against individu-
als and thus ensure the hard-won level of protection of human rights.

In this sense, financial digitalisation must ensure principles that control risks,
creating technologically applicable rules for all sectors that guarantee a level play-
ing field between states without fragmenting the internal market. To this end,
a preliminary impartial and external assessment shall be carried out for each op-
eration on the basis of specific and defined criteria, ensuring they do not violate
fundamental rights and security standards laid down in European Union law.

Therefore, the purpose of this article is to analyse the impact of Al and algo-
rithms in their ethical and neutral dimension, with consideration that it is a new
branch of law still being in the process of development, hence there are still many
questions yet to be resolved.

1. Ethical aspects of artificial intelligence

Al is defined as a system based on software or embedded in physical devices that
manifests intelligent behaviour by being able, among other things, to collect and
process data, analyse and interpret its environment and take action, with a certain
degree of autonomy, in order to achieve specific objectives.'

I Definition contained in Article 4 of the European Parliament Resolution of 20 October 2020 with rec-
ommendations to the Commission on a framework of ethical aspects of artificial intelligence, robotics
and related technologies, https://www.europarl.europa.eu/doceo/document/A-9-2020-0186_EN.html
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However, alongside Al, there are other systems such as robotics and related
technologies? which can be referred to as “AI Technologies” (hereafter referred to
as AIT) together with the software, algorithms and data used or produced by these
technologies.’

Once these concepts have been established, the next step must be to establish
ethical criteria in the processes, in order to “humanise” the machines while protect-
ing users and consumers. In this regard, the ethics of AI stem from the need to ad-
dress the problems and challenges present in the digital world. We should not forget
that in just a few years we have moved from the “Internet of Things” (IoT) to the
“Internet of Everything” (IoE) where Al is present in our lives (homes, household
appliances, contracts, etc.). Machine-to-machine (M2M) connectivity is revolu-
tionising communications, measuring air quality, energy consumption in cities, etc.
However, at the same time, this interconnected space can be subject to threats and
insecurity if technologies are not used in accordance with ethical principles.*

It is therefore essential to understand the ethical implications that technologies
bring to a society increasingly governed by algorithms, forcing industry, banks and
governments to seek partnerships to create transparent, ethical and fair governance.’

To this end, Al systems with the capacity to self-examine have to be generated, in
order to create mechanisms that allow them to monitor themselves, thus eliminating
the discriminations that technology can incorporate. The result must be Al that is
secure, but at the same time under the control of human beings and aligned with the
values that man has consolidated throughout history. What ethics responds to the

[access: 7.03.2021]. S. Marin Garcia, Etica e inteligencia artificial, Cuadernos la Cétedra CaixaBank de
Responsabilidad Corporativa 2009, no. 42.

2 In the same Report ‘robotics’ means technologies that enable automatically controlled, reprogram-
mable, multi-purpose machines to perform actions in the physical world traditionally performed or
initiated by human beings, including by way of artificial intelligence or related technologies (Arti-
cle 4 c). ‘Related technologies’ means technologies that enable software to control with a partial or full
degree of autonomy a physical or virtual process, technologies capable of detecting biometric, genetic
or other data, and technologies that copy or otherwise make use of human traits (Article 4 d).

3 The concept of “AI Technologies” appears in R. Oliva Leon, Inteligencia artificial y marco ético europeo
in the blog algoritmolegal.com, https://www.algoritmolegal.com/ [access: 6.03.2021].

4 M. Goodman, Futures Crimes: Inside the Digital Underground and the Battle for our Connected World,
New York 2016, p. 10.

5 A. Monasterio Astobiza, Etica algoritmica: Implicaciones éticas de una sociedad cada vez mds goberna-
da por algoritmos, Dilemata 2017, no. 24, pp. 185-217, esp. p. 192. This author cites the remarkable
alliances the one created by Google, Amazon, Microsoft, IBM, Facebook and Deep Mind (https://
www.partnershiponai.org) to support good practices in Al research and create a public debate on the
ethical implications of AL. With the same objective, a group of foundations, investors and academic
institutions called Ethics and Governance of Artificial Intelligence Group have met with the aim of
promoting the ethics of AI from different perspectives.
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decision of a machine? What exactly does decision making consist of? What exactly
does decision making process consist of? Can we hold machines responsible for their
actions and the consequences they entail? How does an artificial intelligence learn
and act? These are some of the questions that philosophy raises.®

The challenge is to work with the so-called machine ethics or robotic ethics
through which a moral conscience is created in robots with a capacity to reason
and make decisions as a person would. This solution is difficult to implement as it
is currently unclear how the process of evaluation and decision-making takes place
in people. This is why a solution to create a moral status for robots seems a long way
oft. This solution poses problems as it would mean that the AI could make decisions
of its own, even against the decisions of its programmer, and could even commit
an illegal act.” Therefore, in order to carry out the creation of moral programming,
Asimov’s laws of robotics must be respected: the first law states that a robot shall not
harm a human being, or by inaction, shall not allow a human being to be harmed.
According to the second law, a robot must obey commands given by humans unless
these commands conflict with the first law. The third law states that a robot must
protect its own existence to the extent that this protection does not conflict with the
first and second laws.®

Based on this idea, governments are trying to find solutions that apply measures
to control robots by highlighting in their regulations the incorporation of rules that
act at the level of security, protection, privacy, traceability and identifiability.

However, Monasterio Astobiza’ considers that at present Asimov’s reasoning,
which has inspired protocols and procedures, is not the most appropriate, propos-
ing the use of arguments based on logical programming (doctrine of double effect)
together with the dual processes of the mind in moral reasoning (reason versus
emotion) as established by Moniz Perea and Saptawijaya.' In particular, these au-
thors set out recommendations for implementing morality in machines. The first is
that the programmer performs complete oversight as to the type of ethics they want

6 M. Coeckelberg, Etica de la inteligencia artificial, Madrid 2021; W. Reijers, M. Coeckelbergh, Narra-
tive and Technology Ethics, Cham 2020, p. 22.

7 T. Masaro, H. Norton, M. Kaminski, SIRI-OUSLY 2.0: What Artificial Intelligence Reveals about the
First Amendment, Minnesota Law Review 2017, no. 717, pp. 5-6.

8 To these principles Asimov added the Zero Law according to which a robot will not harm humanity
or by inaction will allow humanity to suffer harm. The law Minus One states that a robot will not harm
sentient beings or, by inaction, will allow a sentient being to suffer harm. Fourth law, a robot must
reproduce unless it interferes with the first, second and third laws. Fifth law, a robot must know it is
a robot. I. Asimov, Runaround, New York 1942.

9 A. Monasterio Astobiza, Etica algoritmica..., p. 212.

10 L. Moniz Perea, A. Saptawijaya, Programming Machine Ethics, Berlin 2016.
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the Al agent to apply. In other words, the programmer selects a type of ethics based
on general principles that will be installed in the Al agent, guiding its behaviour on
the basis of these principles.

This does not set up a system that determines in advance what is to be coded
or what rules are appropriate for the Al agent to act upon, but lets the AI agent
learn from its environment as well as from its interaction with other AI agents. This
solution requires the Al agent to have sensors that allow it to perceive the situation,
generating resources to act within the context in which it finds itself, computing the
consequences of each of the alternatives in terms of utility.

Another way of working on the basis of machine morality is not to set out what
is to be coded or what rules the AI agent should follow, but to let the Al agent learn
from the environment and its interaction with other AI agents. This involves build-
ing a virtue ethics-based AI agent from a neural network that has among its main
parameters the possibility of adjusting the connections between nodes according to
certain values based on learning and interaction with other Al agents. For example,
a robot can be programmed “not to kill” using an absolute value, or a command can
be incorporated to “kill if killing saves more lives than not killing”, or to “act accord-
ing to the development of a set of skills that lead to the best behaviour”

2. Neutral algorithms

An algorithm is alist of instructions that directly leads a user to a particular re-
sponse or result based on the available information,'! or in other more understand-
able, operational terms, it may be “software code that processes a limited set of
instructions.”> There are different types of algorithms with different applications
depending on the sector in which they operate or the task they perform, but they
are all characterised by a number of common features. As such, algorithms are uni-
versal as they are everywhere, they direct our jobs and our lives, yet at the same
time they are invisible as we do not see them because they are hidden inside our
computers and concealed under a network of software. Moreover, they impact on
people’s lives by automating our cars, our homes and what we choose to consume
at any given moment.

11 C. Steiner, Automate This: How Algorithms Came to Rule the World, New York 2012, p. 126.
12 A. Monasterio Astobiza, Etica algoritmica..., p. 217.
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The ethical implications of algorithms are fundamental and it is necessary to
identify discriminatory algorithms that may cause harm, go against principles and
values that are fundamental to society. This means that we cannot accept a form
of implementation of algorithms that does not respect ethics, or that threatens the
basic values of individuals or society as a whole. This is why it is necessary to es-
tablish controls in the automated procedures or protocols where the algorithms are
placed to avoid a machine’s decision failing to respect the fundamental rights and
freedoms of people. In order to do so, it must be possible to identify damageand
liability despite the complexity involved in programming the algorithms. These
must be correctable to avoid accepting the failures caused by automated systems
because “the lack of transparency/opacity, the complexity/ubiquity/invisibility and
conformity/resignation to the effects of algorithms makes it impossible to apply
particular ethical rules”"

However, is it possible to achieve neutral algorithms? The answer is not easy, since
they operate in technological contexts adapted to space and time and dependent on
ideas that come from the professionals who create them. A racist programmer is like-
ly to incorporate this bias into the programmes he or she generates. On the other
hand, the tools used often reproduce behaviours inspired by the ideas they are “fed”,
affecting society, which is powerless to fight against the machines. People end up
with the sensation that algorithms secretly control our lives."* Therefore, for example,
when you choose a series on a platform, buy sportswear or apply for a loan, there is an
algorithm behind the whole process that will condition each of these actions.

The reality is that algorithms are neither intelligent nor fair, in the end they re-
spond to the interests of economic operators without taking into account respect
for people’s rights. It is therefore essential to establish criteria and indicators that
allow us to identify those algorithms that are not neutral and which therefore intro-
duce discriminatory biases.

In this regard, algorithms can lead to social discrimination that is reflected in
people’s daily lives, resulting in the elimination of cultural diversity and leading to
more homogeneous societies. This would be the case, for example, if we incorpo-
rated an algorithm relating to ethnicity, in the Spanish case of the Romani people,
resulting in their identification, depriving the person of access to services and ac-
tivities typical of their surroundings because they consider their cultural traits to be
distant from the society in which they live.

13 Ibidem, p. 197.
14 ] Taplin, Move Fast and Break Things: How Facebook, Google and Amazon Corneret Culture and Un-
determined Democracy, New York 2017, p. 93.
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Another sector where algorithms discriminate is the financial sector,”” where
minorities as determined by race, ethnicity or religion are discriminated against
compared to majorities. In these cases, the use of the algorithm is more detrimental
to these groups, as it is more difficult to prove and defend against them and it is very
difficult to correct, identify and assign responsibility. For example, it is common for
some websites to create algorithms that discriminate on the basis of price, leaving
out groups just because they belong to a minority that is considered to have a low
purchasing power, without taking into account the individuality of the user.

Another method to implement discrimination against groups of people is
through algorithms that determine the risk of crime incidence. In these cases, us-
ing the Spanish example, people who come from majority Muslim countries are
harmed because irregular immigration in Spain establishes indicators that give this
religious group a high crime rate.

It is therefore necessary to create control mechanisms in which human beings
can intervene in order to avoid situations that would put an end to the principles
of equality and non-discrimination that we have worked so hard to recognise. Hu-
man oversight is a fundamental factor that humanises the decisions made by the
machine, which translates into human responsibility and therefore greater trans-
parency and predictability.'

To avoid algorithmic manipulation, Richard H. Thaler and Cass R. Sunstein'’
propose applying so-called “nudging”, a concept from behavioural economics, po-
litical theory and behavioural science that recommends positive reinforcement and
indirect suggestions as ways of influencing the behaviour and decision-making of
groups or individuals. This solution, however, runs the risk of AIT eventually in-
fluencing human self-determination due to the behavioural change that takes place
in the face of the ease and habits that technology is incorporating into our lives.
Thus, for example, repeated Google searches mean we end up receiving offers that
suit our tastes and preferences, depriving us of other possibilities that exist in the
market. To combat this trend, a solution has been proposed to apply the so-called
“artificial human empathy”, which means adapting social structures to a society of
autonomous and mixed agents, thus ensuring peaceful coexistence between man

15 K. Arrow, The Theory of Discrimination, in: Discrimination in Labor Market, ed. O. Ashenfeller,
A. Rees, Princeton 1972, pp. 3-34.

16 1. Floridi, Soft Ethics and Governance of the Digital, Philosophy & Technology 2018, no. 31, pp. 1-8.
The author suggests that the social improvements of AI cannot be at the cost of reducing human con-
trol or limiting harm prevention.

17 R.H. Thaler, C.R. Sunstein, Un pequerio empujon. El impulso que necesitas para tomar mejores deci-
siones sobre salud, dinero y felicidad, Madrid 2009, p. 45.
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and robot." In short, technological and digital transformation is here to stay, but it
must be an ethical transformation.

3. The regulation of Artificial Intelligence Technologies (AIT)

The regulation of AIT calls for a harmonised, coordinated set of rules that should
be global in scope since, as discussed above, Al and algorithms operate on a global
level. However, for the time being it is Europe that has taken the initiative at the
legislative level, whereas in the United States, expert groups that act through proto-
cols and codes of conduct lead the way."” Basically, the regulation acts on the ethical
aspects of Al by stressing the need to use the technology in a way that is neither
discriminatory nor harmful to individuals and society more widely.

In Europe, AIT activity is mainly being developed through the Council of Eu-
rope”! and the European Union. Of the former, we can highlight the European Eth-
ical Charter on the use of Al in judicial systems and their environment.” For its
part, the European Union is establishing guidelines and rules to regulate the ethical
dimension of AIT using different instruments in which the EU institutions (Parlia-
ment, Commission, Economic and Social Committee) are working closely together
with the advice of multi-sectoral expert groups.” This has resulted in the two Eu-
ropean Parliament Resolutions of 20 October on ethical and responsible artificial

18 L. Cotino Hueso, Riesgos e impactos del Big Data, la inteligencia artifcial y la robética. Enfoques, mod-
elos y principios de la respuesta del Derecho, Revista General de Derecho Administrativo 2019, p. 38.

19 See note 5.

20 For the legislative advances in AIT see L. Cotino Hueso, Etica en el disefio para el desarrollo de una
inteligencia artificial, robética y Big Data confiables y su utilidad desde el Derecho, Revista Catalana de
Dret Public 2019, no. 58, pp. 29-48.

21 See: Council of Europe and Artificial Intelligence, https://www.coe.int/en/web/artificial-intelligence
[access: 8.03.2021].

22 European Commission for Efficiency of Justice, European Ethical Charter on the Use of Artificial In-
telligence in Judicial Systems and their Environment, Council of Europe 2019, https://rm.coe.int/ethi-
cal-charter-en-for-publication-4-december-2018/16808f699¢ [access: 22.02.2022].

23 AlJ. Tapia Hermida, Digitalizacion financiera: Los 7 principios regulatorios de una Inteligencia Artificial
Etica (TAE) en la UE. Resolucién del Parlamento Europeo de 20 de octubre de 2020 sobre los aspectos éticos
de la inteligencia artificial, la robdtica y las tecnologias conexas, http://ajtapia.com/2020/11/digitaliza-
cion-financiera-los-7-principios-regulatorios-de-una-inteligencia-artificial-etica-iae-en-la-ue-res-
olucion-del-parlamento-europeo-de-20-de-octubre-de-2020-sobre-los-aspectos-eticos-de-la/
[access: 10.04.2021].
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intelligence?* and the Report of 8 October 2020% setting out what it considers to be
ethical principles applicable to AIT from a European perspective.

Against this political context, the Commission puts forward the proposed regu-
latory framework on Artificial Intelligence with the following specific objectives: to
ensure that Al systems placed on the Union market and used are safe and respect
existing law on fundamental rights and Union values; to ensure legal certainty to
facilitate investment and innovation in AI; and to enhance governance and effective
enforcement of existing law on fundamental rights and safety requirements appli-
cable to Al systems.

These principles focus on a humane approach to Al respecting primarily human
dignity, autonomy and security, modelled on the EU Charter of Fundamental Rights.
In particular, the Fundamental Rights Agency is engaged in a specific study on algo-
rithmic bias and discrimination as well as in assessing the current challenges facing
producers and users of AIT with regard to compliance with fundamental rights.”” In
doing so, the EU aims to ensure anthropocentric and anthropogenic intelligence that
ensures comprehensive human oversight at all times, allowing for human control at
all times and, if necessary, the possibility of altering or deactivating AIT.

It is also important to note that AIT do not act in isolation, but are coordinated
with all other standards that affect Al in one way or another. In this regard, we can
highlight their commitment to the General Data Protection Regulation (GDPR)*

24 The European Parliament resolution of 20 October 2020 with recommendations to the Commission
on a framework of ethical aspects of artificial intelligence, robotics and related technologies, P9_TA-
PROV(2020)0275, https://www.europarl.europa.eu/doceo/document/TA-9-2020-0275_EN.html [ac-
cess: 22.02.2022] (hereinafter: REAI). This resolution addresses the Commission on a framework for
the ethical aspects of artificial intelligence, robotics and related technologies, the European Parliament
resolution of 20 October 2020 with recommendations to the Commission on a civil liability regime for
artificial intelligence, PA_TA-PROV(2020)0276 with recommendations to the Commission in relation
to the civil liability regime in matters of artificial intelligence, https://www.europarl.europa.eu/doceo/
document/TA-9-2020-0276_EN.html [access: 22.02.2022].

25 Seenote 1.

26 Proposal for a Regulation of the European Parliament and of the Council laying down harmonised
rules on artificial intelligence (artificial intelligence act) and amending certain Union legislative
acts, COM/2021/206 final, Brussels, 21.04.2021, https://eur-lex.europa.eu/legal-content/EN/TX-
T/?2uri=CELEX%3A52021PC0206 [access: 22.02.2022].

27 European Union Agency for Fundamental Rights, Artificial Intelligence, Big Data and Fundamental
Rights, https://fra.europa.eu/en/project/2018/artificial-intelligence-big-data-and-fundamental-rights
[access: 8.04.2021].

28 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free move-
ment of such data, and repealing Directive 95/46/EC (General Data Protection Regulation), OJ L 119,
4.05.2016, pp. 1-88.
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which has been the subject of several opinions by the European Data Protection Su-
pervisor in which they warned that “in today’s digital environment, it is not enough
to respect the law, but it is necessary to take into account the ethical dimension of data
processing”* Similarly, the Directive on privacy and electronic communications®
takes a similar approach whenever operations involving the processing of personal
data are carried out. To ensure compliance with all these ethical principles, the Eu-
ropean Union proposes the issuance of a Certificate of Ethical Compliance (CECA)
containing common criteria throughout the entire supply chain of artificial intelli-
gence ecosystems. This certificate would be voluntary for developers or users of tech-
nologies not considered high-risk and mandatory in procurement procedures for Al,
robotics and related technologies considered high-risk.

Ultimately, what Europe is attempting to achieve, through both the Council of
Europe and the EU, is to prevent a lowering of ethical and regulatory standards in
AIT that would lead the market to operate in regions with lower or non-existent
ethical standards. Consequently, considering this approach, Europe is committed
to high standards of ethics and fundamental rights, thus respecting the universal
humanist values based on dignity and fundamental rights that characterise Europe’s
contribution to society.

4, Ethical principles applicable to financial digitalisation

Al is the main instrument of financial digitalisation and is therefore a sensitive
sector where the ethical principles governing AIT must be applied. In this regard,
one need only remember Wall Street in the 1970s, where operations were carried
out by brokers, telephones in hands, oozing with adrenaline. The introduction of
algorithms to decide which stocks were more advantageous or were less risky was
a major breakthrough, and fibre optics were used to gain a competitive advantage
by increasing the speed of information, a crucial element in stock trading. Decisions

29 See: Executive summary of European Data Protection Supervisor, Opinion 4/2015. Towards
a New Digital Ethics: Data, Dignity and Technology, https://edps.europa.eu/sites/edp/files/publica-
tion/15-09-11_data_ethics_en.pdf [access: 22.02.2022]; European Data Protection Supervisor, Opin-
ion 8/2016. Opinion on Coherent Enforcement of Fundamental Rights in the Age of Big Data, https://
edps.europa.eu/sites/edp/files/publication/16-09-23_bigdata_opinion_en.pdf [access: 22.02.2022].

30 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the
processing of personal data and the protection of privacy in the electronic communications sector
(Directive on privacy and electronic communications), OJ L 201, 31.07.2002, pp. 37-47.
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began to be made by algorithms in the early 21st century, based on mathematically
complex financial instruments that predicted market behaviour at the beginning of
the 21st century, based on mathematically complex financial instruments that pre-
dicted market behaviour. However, the loss of control by the specialists eventually
proved to be one of the causes of the 2008 recession that led to the great credit crisis
that impacted globally, as decisions made by the machines produced chaotic results
on various occasions.

Today, and after several failed experiences,” mechanisms are being sought to
ensure that the algorithms used in financial markets provide a good service by
implementing liquidity and market efficiency, trying to avoid the lack of control
caused by errors introduced in the decision-making systems. In order to analyse
their scope and impact, the ethical principles present in AI and algorithms will be
categorized into two main groups according to their impact on the financial sector.

4.1. Ethical principles related to good governance

“Good governance” refers to the body of principles that inspire Responsible Arti-
ficial Intelligence, and measures focused on accountability should be encouraged,
as well as the eradication of discriminatory biases. This will contribute to increased
security and public confidence. To institute these principles, compliance with ap-
propriate and reasonable standards, codes of conduct and protocols for resolving
ethical issues must be ensured throughout the AIT process by developers, imple-
menters and users.”” For their development, good governance standards are con-
tained in different protocols and codes of conduct developed by Expert Groups
at regional and international level* that carry out quality controls of external data

31 “The Flash Crash” occurred on Wall Street when the algorithms took control of global finance pro-
ducing quarterly losses that could be solved with the intervention of the representatives of the most
important exchanges in the financial world who decided to cancel the exchanges that had given rise
to this chaotic situation. See the development of “Flash Crash” in: M. Lewis, Flash Boys: A Wall Street
Revolt, New York 2014, p. 23.

32 Developers are involved in the construction and design of algorithms, the writing and design of com-
puter programs or the collection, storage and management of data in order to create or use AIT.
Implementers are responsible for the operation and management of AIT, as well as their marketing
or any other form of making them available to users. Users are all those related to AIT who are not
developers or implementers.

33 Examples include the European Committee for Standardization (CEN), the European Telecommuni-
cations Standards Institute (ETSI) at regional level, and at international level the International Organ-
ization for Standardization (ISO) and the Institute of Electrical and Electronic Engineers (IEEE).
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sources used by AIT. To this end, the criteria which, through auditing and tracea-
bility, serve to achieve the goal of ethical AIT shall be analysed as well.

4.1.1. Security, transparency and accountability

The financial sector is characterised by the handling of privileged information,
hence the importance of creating mechanisms to ensure its transparency and secu-
rity, as well as tools that enable the accountability demanded by users. That is why
transparency has to operate in the Al systems included in the automation process-
es, controlling the way information is presented, respecting the accuracy of the con-
tents as well as the way in which it is made accessible to national supervisory and
consumer protection authorities.** AIT should ensure an adequate level of certainty
through measures aimed at preventing security breaches, cyber-attacks or misuse
of data, and a back-up plan should be put in place in case security or personal pro-
tection risks are identified. The user of AIT must also be assured of reliable perfor-
mance that allows them to know in advance the fulfilment of the objectives reached
through the operations used for this purpose. Thus, for example, the fact of using
a neural network to invest in the stock market should not imply opacity; the inves-
tor knows the risk, but should at all times be able to control the operation in which
they are investing their money.

In the same vein, AIT must generate systems that are secure and robust enough
to address any errors that may have occurred in the design process. This includes
reliability requirements that allow independent assessment of results that are con-
sistent across different computational and input data frameworks.

Another indispensable factor in these operations is the accuracy of the content
incorporated in order to correctly classify information into the right categories, to
make predictions, recommendations or to make correct decisions based on data
or models. In addition, the systems are clear and easy to understand for both users
and operators. This will enable the material to be checked by carrying out con-
trol and market surveillance measures. In short, Al must respect the right to knowl-
edge and understanding of the technical processes of AIT, thus making it easier for
the user to review the processes. This is achieved by creating mechanisms for the
evaluation, auditability and traceability of operations, all of which are necessary
instruments to ensure transparency.

34 L. Floridi, et al., AI 4 People. An Ethical Framework for a Good AI Society: Opportunities, Risk, Princi-
ples and Recommendations, Minds and Machines 2018, no. 28, pp. 689-707.
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In any case, the user must always be informed that operations are being car-
ried out through an Al system and that there may be limitations or inaccuracies
in their execution, although this does not mean that industry and practitioners
should stop developing appropriate procedures to improve infrastructures. Thus,
for example, taking out insurance through a website can at some point lead to the
computer crashing or to a dead end that prevents us from closing the transaction.
AIT must therefore incorporate mechanisms to address vulnerabilities and attacks
that may affect system operation, decision-making or potential harm generated. To
this end, traceability and auditability must be included in all algorithmic decisions
that have a significant impact on people’s lives. To complete the process, a fall-back
plan should be included to introduce mechanisms to solve problems that may be
created by poor AIT design by changing procedures or directly incorporating the
intervention of human operators.

4.1.2. Equality: absence of bias and discrimination

The principle of equality is fundamental to financial digitalisation, and the Resolu-
tion on Ethical Artificial Intelligence makes it clear that the regulatory development
of Al must be “without bias or discrimination” (REAI § 27), thereby ensuring that
legislation guarantees full protection of the fundamental rights of users, especial-
ly those arising on grounds related to race, gender, sexual orientation, disability,
physical or genetic characteristics, age, national minority, and ethnic or social ori-
gin, among others. Thus, for example, Big Data can discriminate against women in
relation to applying for a loan at a bank simply because the amount of information
stored favours men, as historically men have traditionally been the ones who have
had access to bank loans.

Bias can arise either from decisions based on an automated system, or from the
treatment of the data set on which decisions are based. AIT can thus automatically
create forms of bias and discrimination, thereby violating the fundamental rights
of individuals and resulting in “biased” Al that will discriminate on the basis of
personal or societal perception based on prejudices that are then transferred to data
processing. This situation puts the user at a disadvantage compared to other users,
with no objective or reasonable justification to be found in the neutrality of AIT.
For example, a black person will have problems accessing a loan despite being on
equal financial footing with a person who does not have this trait in his or her file.

However, the principle of equality is not always justified, especially when there
are persons or groups of persons for whom objective, reasonable and legitimate
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purposes require differential treatment in order for the measure to be proportion-
ate and necessary. This would be the case, for example, for the establishment of
measures for public safety and security, the prevention of criminal offences and the
protection of rights and freedoms, among others. For instance, the sending of mon-
ey by a person with a criminal record for terrorism can be blocked, as this protects
public security. It would be discriminatory if the information that led to the block-
ing was due to the fact that this person practises Islam as a religion, as the Muslim
religion cannot be identified with terrorism.

4.1.3. Right to privacy and data protection

The right to privacy and data protection must also be protected in the financial
sector, although the handling of sensitive data seems to be particularly important
in other sectors, for example in the healthcare sector in relation to information
contained in medical records or the processing of data of vulnerable persons. In
any case, legislation regulating AIT should be in close connection with data protec-
tion and privacy regulations in electronic communications.* For instance, “remote
recognition technologies” such as the examination of biometric characteristics and
in particular facial recognition through which persons are automatically identified,
should only be justified when they serve a general public interest purpose and are
implemented through national legislation. In other words, it can only be accepted
when it is public and proportionate in nature and limited to use for specific purpos-
es for a specific period of time.*

Issues of secure retention of information, consent, control and reversibility over
machines are as for now unresolved issues that should protect the privacy of in-
dividuals based on the principles of necessity, proportionality and encryption.”’
Ultimately, good governance means avoiding conflicts of interest by ensuring the
competence and experience of its members with an emphasis on ensuring data
quality, the prevention of bias and the anonymisation of data. It should also apply

35 See: Directive 2002/58/EC of the European Parliament and of the Council..., note 26 and Regulation
(EU) 2016/679 of the European Parliament and of the Council...

36 European Data Protection Supervisor, Opinion 7/2015. Meeting the Challenges of Big Data. A Call
for Transparency User Control, Data Protection by Design and Accountability, https://edps.europa.eu/
sites/edp/files/publication/15-11-19_big_data_en.pdf [access: 21.02.2022].

37 PJ. Maldonado Ortega, Robots auténomos inteligentes y derecho civil. Reflexiones al hilo de las recomen-
daciones del Parlamento Europeo a la Comision sobre normas de Derecho civil sobre robdtica, http://www.
notariamaldonadortega.com/es/robots-autonomos-inteligentes-y-derecho-civil [access: 15.04.2021].
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a principle whereby the design of AIT is user-centred, and takes into account the
individual traits of users.

4.2, Ethical principles related to accountability

The above characteristics of AIT demonstrate the complexity of monitoring and en-
suring proper application of digitalised mechanisms, and therefore to hold AIT ac-
countable for their actions requires “Al guardians” or, in other words, Al programmes
that examine AIT using transparency systems that can be monitored by both intelli-
gent systems and humans.” However, in order to create these guardian algorithms, it
is necessary to analyse the existing legal basis for “controlling the controller” by giving
them tools through which to protect the user. Therefore, it is necessary to set out
some of the ethical principles that will enable individuals to claim or receive redress
for the mistakes and misconduct of AIT operating in digital markets.

4.2.1. System of risk management

There is no doubt that the financial sector is characterised by risk as it manages the
future risks, especially in the insurance sector and in the stock market. In order to
protect the internal market, two sectors of AI have been regulated according to the
threat created for users.

On the one hand, there are the high-risk sectors that are incorporated in an
“exhaustive and cumulative” list* that must be periodically reviewed according to
criteria based on an ex-ante, impartial assessment with concrete, defined criteria.
In this regard, a high-risk situation is considered to exist when the AI may cause
injury or harm to people or society in violation of their fundamental rights and
the security standards established by the European Union. However, these assess-
ment criteria have been considered to be very generic and could lead to reciprocal

38 L. Cotino Hueso, Etica en el disefio..., p. 43.

3 AlJ. Tapia Hermida, Decdlogo de la inteligencia artificial ética y responsable en la Union Europea, Di-
ario La Ley 2020, no. 9749, pp. 1-7, esp. 2. The uses of high risk are: recruitment, classification, and
evaluation of students, allocation of public funds lending, trading, brokerage, taxation, treatments
and medical procedures, electoral processes and political campaigns, decisions of the public sector
that have a significant impact, and live in the rights and obligations of natural or legal persons, driving
automated management of the traffic, military systems, self-employed, production and distribution of
energy, waste management and emissions control.
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interpretations. Furthermore, the system of control of these high-risk operations by
national authorities is not considered to be a guarantee, despite being coordinated
by the EU Commission. Control in this regard is very generic and sector-based in-
spection mechanisms should be sought, as the criteria for determining risk are not
the same when using a person’s medical data or analysing their income for a stock
exchange listing.

On the other hand, to improve their implementation in financial digitalisation,
it is important to establish a principle of adaptability that provides a common strict
liability regime for high-risk stand-alone AI systems. In contrast to this regulatory
system controlled by the authorities, the other activities excluded from the high-
risk list are barely subject to control, which is a problem, especially in view of the
lack of clear criteria for determining risk and its diffuse definition. In addition, the
factor of the evolution of the economic field is not being taken into account. For ex-
ample, the significant development of the cryptocurrency market is likely to require
extensive regulation, which, depending on how it is viewed, could fall outside the
control required for international trade.

4.2.2. The responsibility of financial sector operators

The regime of responsibility in Al is particularly important when technology is
able to make autonomous decisions that have an impact on society. In this sense,
Tapia Hermida raised the doubt in relation to the application of digital transpar-
ency to financial, banking and insurance contracts concluded by means of digital
documentation and information. According to this author, they must comply with
the rules on unfair terms and insurance, otherwise the banks, insurance companies
and their agents will be liable to repair any damage that the AIT may have caused.
In addition, algorithms in the stock market are not always ethical and it has been
shown that they can be manipulated, and the practice of quote stuffing, spoofing,
churning and sniffing has been detected.*® These situations require that those re-
sponsible for the use of algorithms are able to be identified and sanctions be put in
place to protect bank customers, investors or policyholders.

40 AlJ. Tapia Hermida, Responsabilidad derivada del uso de la inteligencia artificial. Informe del Grupo de
Expertos de la Comisién Europea de 2019 (1).Caracteristicas esenciales de los regimenes de responsabili-
dad derivada de la inteligencia artificial y el uso de otras tecnologias digitales, http://ajtapia.com/2020/01/
responsabilidad-derivada-del-uso-de-la-inteligencia-artificial-informe-del-grupo-de-exper-
tos-de-la-comision-europea-de-2019-1-caracteristicas-esenciales-de-los-regimenes-de-responsabili-
dad-derivad/ [access: 9.04.2021].
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To address these situations, the “Report on liability arising from artificial intel-
ligence and other emerging digital technologies” by the European Commission’s
expert group on liability and new technologies* warns of the existence of new risks
(bodily injury and property damage among others) that may arise from the use of
AIT. This gives rise to the need for adapting the existing liability regulations (civil,
administrative and criminal) to the risks that this technology may generate, given
that existing basic regulations do not guarantee that victims obtain adequate com-
pensation for the damage that may be caused by the use of AIT.

The report states that, in order to provide sufficient protection, it is necessary to
move away from private civil liability regimes and to establish common EU rules
through a strict producer liability regime for defective products, applying in any case
to those who have the most control over the risks of the operation. This regulation
should be complemented by sector-specific liability rules in national legislation. The
Report takes into account a number of issues where the involvement of humans in
the creation of AIT and the use of algorithms takes precedence. It thus considers
that the natural or legal person operating an AIT is liable for damage resulting from
its operation. It also considers that the service provider bears liability when it can
be demonstrated that it has a higher degree of control than the owner or user of the
service. The manufacturer of products with digital content is also liable for damage
caused by their products. Finally, and in general terms and regardless of the degree of
autonomy of AIT, the individual must bear liability for the damage they may cause.

In this respect there are three proposals for dealing with the liability of a ma-
chine: 1) that all those involved in the value chain of the robot (creator, program-
mer, owner, user) are jointly and severally liable for the damage, 2) that the owner
or user of the robot is liable, 3) that the liability lies with the Al itself through the
creation of a “robotic personality” in addition to the natural and legal person.*

Evidently, according to the current legislation, imputation of liability to AIT is not
possible, as it is always a person who assumes this obligation whether in their posi-
tion as manufacturer, owner or user. On the other hand, the system of strict liability is
adopted, the existence of damage and not of fault, in such a way that the cause of the
damage is related to the liability and who bears this liability. In the case of AIT, machine

41 Report from the Commission to the European Parliament, the Council and the European Economic
and Social Committee Report on the safety and liability implications of Artificial Intelligence, the
Internet of Things and robotics, COM/2020/64 final, Brussels, 19.02.2020, https://eur-lex.europa.eu/
legal-content/en/TXT/2qid=1593079180383&uri=CELEX%3A52020DC0064 [access: 21.02.2022].

42 There is widespread opposition from the EU institutions to creating a robotic responsibility. See
E. Ramon Ferndndez, Robdtica, inteligencia artificial y seguridad: ;Cémo encajar la responsabilidad
civil?, Diario La Ley 2019, no. 9365, pp. 1-13.
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Al is linked to machine learning, such that the greater the autonomy of the machine
to perform a task, the greater the responsibility of the machine. Conversely, if human
dependence increases, machine dependence will decrease at the same time.*

Translated to the financial sector, Tapia Hermida distinguishes between differ-
ent types of responsibility and liability.** Firstly, social responsibility that requires
financial institutions, on the one hand, to achieve digital literacy among their users,
especially those who are most vulnerable, such as marginalised groups or those
with some kind of disability. On the other hand, to ensure the training of highly
qualified professionals in digitalisation. Secondly, civil liability of financial institu-
tions to cover any damages that may be suffered by their customers due to the use
of AL This would be the case, for example, where a woman is denied a loan because
of “gender bias” and loses an offer to buy a house.

This principle is closely related to the harm caused and has, in this sense, a dou-
ble dimension. On the one hand, the general imputability to the agent prevents the
defencelessness faced by Al users, as is the case, for example, with financial institu-
tions using digitalised payment services. On the other hand, the specific imputabili-
ty to the operator (both initial and final) of the Al in complex situations that obliges
all those who have participated in the operation by exercising control during the
Al process to be jointly and severally liable. This liability shall be claimed on a pro
rata basis according to the degree of involvement of the operators in the risks of the
transaction and the functioning of the Al system based on the traceability of the
financial products used.

4.2.3. Preventive coverage: obligatory civil liability insurance

Preventive coverage is relevant for financial digitalisation both for the civil liability
that financial operators may incur, as well as for the financial instruments used
(liability insurance or bank guarantees).

In this respect, the requirement for compulsory civil liability insurance for high-
risk AI systems should cover the amounts as well as the compensation provided for
by law. This implies that all operators of high-risk AI systems must hold liability in-
surance with two aspects in mind. On the one hand, the profiles of these operators

43 Ibidem, p. 8. According to this author, in case of applying the fault system we are facing a probatio
diabolica; hence, the strict liability, regardless of the intention, is the best method to obtain compensa-
tion. To complete the protection, the risk should be covered by an insurance that should be taken out
by the machine manufacturer to assume its responsibility.

44 AlJ. Tapia Hermida, Decdlogo de la inteligencia artificial..., p. 4.
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should be defined, as they are currently unclear, and on the other hand, the cost
of insurance premiums should be limited so as not to discourage the develop-
ment of the sector. To this end, it should be recommended that European legisla-
tors intervene by regulating the establishment of such insurance that is not at the
mercy of the free market, offering innovative insurance policies and adequate cover
at an affordable price. Otherwise, the insurance market will offer “one-size-fits-all”
compulsory insurance with disproportionately high premiums which will have the
effect of leading to cheap insurance with less coverage. Tapia Hermida considers
that this compulsory insurance should be similar to the one that currently exists for
motor vehicles.” Although at present the lack of accident statistics would make it
difficult to develop new products adapted to Al

With regard to the burden of proof, especially in the financial sector, it should be
reversed, especially if it can be shown that AIT are the cause of the damage and also
bearing in mind that the difficulties and cost of proof are very high. In this sense,
it may be the case that the damage could have been avoided by following the safety
rules, in which case there should be a reversal of the burden of proof with regard to
causation, fault or the existence of a defect. With respect to causation, the burden
of proof may be modified as long as the AIT ensure a number of factors such as the
technology contributed to the damage, or the risk caused by a defect in the AIT.

4.2.4. Consumer protection

Consumer protection is fundamental to the EU, hence AI affecting consumers is
comprehensively regulated to protect them to the fullest extent. In this regard, the
protection subjectively covers both the user to whom the algorithm is addressed and
those who are targeted by it. Geographically, the user is protected regardless of where
the entities that develop, market or use an Al system are established, and finally at the
functional level it covers both the developers and the entire value chain of Al systems.

Conclusions

The financial market is a risky sector that should be particularly attentive to the
application of Ethical Artificial Intelligence developed through neutral algorithms

45 See: A.J. Tapia Hermida, Decdlogo de la inteligencia artificial..., pp. 5-6.
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that avoid bias and discrimination in the development of underlying data that may
lead to automated discrimination especially with groups of people susceptible to
stigmatisation by society.

Fundamental to this is the presence of transparency-related values in financial
operations, as the characteristics of Al require that information accessible to super-
visory and consumer protection authorities must cover the automation and opera-
tional processes. Global governance is another ethical principle that should govern
the use of AIT in the financial sector, in particular with regard to accountability,
as well as the establishment of systems that create security and confidence in the
public when using technologies.

Furthermore, in order to address the damage that the misuse of AIT may cause,
a two-fold principle of responsibility is necessary. On the one hand, social respon-
sibility that requires financial institutions to assume a leadership role in which gen-
der parity, digital literacy and innovation are present needs to be included. On the
other hand, civil liability for damages that AI may cause to consumers and users
constitutes a necessary element as well.

In this regard, digitalisation faces a key challenge: to establish a regulatory
framework that generates Al standards in which consumers are users of an algo-
rithmic system in which they are recipients regardless of the location of commercial
or service activities. At the same time, and for the sake of legal certainty, standards
should bind the entire value chain covering the development, deployment and use
of technologies and their components.

The challenge now is to translate each of these principles into national legisla-
tion by ensuring a European policy of protection for consumers and users of AIT
in the financial market. In this regard, the impact of the applicable laws from both
dispositive and imperative law in order to give scope to the fundamental rights that
the ethical principles protect needs to be analysed. The combination of consumer
rules in relation to banking and insurance legislation will be crucial if we are to en-
sure that Al does not violate the values of transparency and neutrality of algorithms
that govern the digit.
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